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ABSTRACT
We study a novel clustering problem in which the pairwise relations between objects are categorical. This problem can be viewed as clustering the vertices of a graph whose edges are of different types (colors). We introduce an objective function that aims at partitioning the graph such that the edges within each cluster have, as much as possible, the same color. We show that the problem is NP-hard and propose a randomized algorithm with approximation guarantee proportional to the maximum degree of the input graph. The algorithm iteratively picks a random edge as pivot, builds a cluster around it, and removes the cluster from the graph. Although being fast, easy-to-implement, and parameter free, this algorithm tends to produce a relatively large number of clusters. To overcome this issue we introduce a variant algorithm, which modifies how the pivot is chosen and how the cluster is built around the pivot. Finally, to address the case where a fixed number of output clusters is required, we devise a third algorithm that directly optimizes the objective function via a strategy based on the alternating minimization paradigm.

We test our algorithms on synthetic and real data from the domains of protein-interaction networks, social media, and bibliometrics. Experimental evidence show that our algorithms outperform a baseline algorithm both in the task of reconstructing a ground-truth clustering and in terms of objective function value.

Categories and Subject Descriptors: H.2.8 [Database Management]: Database Applications - Data Mining
Keywords: Clustering, Edge-labeled graphs.

1. INTRODUCTION
Clustering is one of the most well-studied problems in data mining. The goal of clustering is to partition a set of objects in different clusters, so that objects in the same cluster are more similar to each other than to objects in other clusters. A common trait underlying most clustering paradigms is the existence of a function sim(x, y) representing the similarity between pairs of objects x and y. The similarity function

![Figure 1: An example of chromatic clustering: (a) input graph, (b) the optimal solution for chromatic-correlation-clustering (Problem 2).](image)

is either provided explicitly as input, or it can be computed implicitly from the representation of the objects.

In this paper, we consider a different clustering setting where the relationship among objects is represented by a relation type, such as a label l(x, y) from a finite set of possible labels L. In other words, the range of the similarity function sim(x, y) can be viewed as being categorical, instead of numerical. Moreover, we model the case where two objects x and y do not have any relation with a special label l0 ≠ L.

Our framework has a natural graph interpretation: the input can be viewed as an edge-labeled graph G = (V, E, ℓ), where the set of vertices V is the set of objects to be clustered, the set of edges E ⊆ V × V is implicitly defined as E = {(x, y) ∈ V × V | ℓ(x, y) ≠ l0}, and each edge has a label in L or, as we like to think about it, a color.

The key objective in our framework is to find a partition of the vertices of the graph such that the edges in each cluster have, as much as possible, the same color (an example is shown in Figure 1). Intuitively, a red edge (x, y) provides positive evidence that the vertices x and y should be clustered in such a way that the edges in the subgraph induced by that cluster are mostly red. Furthermore, in the case that most edges of a cluster are red, it is reasonable to label the whole cluster with the red color. Note that a clustering algorithm for this problem should also deal with inconsistent evidence, as a red edge (x, y) provides evidence for the vertex x to participate in a cluster with red edges, while a green edge (x, z) provides contradicting evidence for the vertex x to participate in a cluster with green edges.

Aggregating such inconsistent information is resolved by optimizing a properly-defined objective function.

Applications. The study of edge-labeled graphs is motivated by many real-world applications and is receiving increasing attention in the data-mining literature [8, 10, 16]. As an example, biologists study protein-protein interaction networks, where vertices represent proteins and edges represent interactions occurring when two or more proteins bind together to carry out their biological function. Those inter-
actions can be of different types, e.g., physical association, direct interaction, co-localization, etc. In these networks, for instance, a cluster containing mainly edges labeled as co-localization, might represent a protein complex, i.e., a group of proteins that interact with each other at the same time and place, forming a single multi-molecular machine [11].

As a further example, social networks are commonly represented as graphs, where the vertices represent individuals and the edges capture relationships among these individuals. Again, these relationships can be of various types, e.g., colleagues, neighbors, schoolmates, football-mates.

In bibliographic data, co-authorship networks represent collaborations among authors: in this case the topic of the collaboration can be seen as an edge label, and a cluster of vertices represents a topic-coherent community of researchers. In our experiments in Section 5 we show how our framework can be applied in all the above domains.

**Contributions.** In this paper we address the problem of clustering data with categorical similarity, achieving the following contributions:

- We define chromatic-correlation-clustering, a novel clustering problem for objects with categorical similarity, by revisiting the well-studied correlation-clustering framework [3]. We show that our problem is a generalization of the traditional correlation-clustering problem, implying that it is NP-hard.
- We introduce a randomized algorithm, named Chromatic Balls, that provides approximation guarantee proportional to the maximum degree of the graph.
- Though of theoretical interest, Chromatic Balls has some limits when it comes to practice. Trying to overcome these limits, we introduce two alternative algorithms: a more practical lazy version of Chromatic Balls, and an algorithm that directly optimizes the proposed objective function via an iterative process based on the alternating minimization paradigm.
- We empirically assess our algorithms both on synthetic and real datasets. Experiments on synthetic data show that our algorithms outperform a baseline algorithm in the task of reconstructing a ground-truth clustering. Experiments on real-world data confirm that chromatic-correlation-clustering provides meaningful clusters.

The rest of the paper is organized as follows. In the next section we recall the traditional correlation clustering problem and introduce our new formulation. In Section 3 we introduce the Chromatic Balls algorithm and we prove its approximation guarantees. In Section 4 we present the two more practical algorithms, namely Lazy Chromatic Balls and Alternating Minimization. In Section 5 we report our experimental analysis. In Section 6 we discuss related work.

## 2. PROBLEM DEFINITION

Given a set of objects $V$, a clustering problem asks to partition the set $V$ into clusters of similar objects. Assuming that cluster identifiers are represented by natural numbers, a clustering $C$ can be seen as a function $C : V \rightarrow \mathbb{N}$. Typically, the goal is to find a clustering $C$ that optimizes an objective function that measures the quality of the clustering. Numerous formulations and objective functions have been considered in the literature. One of these, considered both in the area of theoretical computer science and data mining, is that at the basis of the correlation-clustering problem [3].

**Problem 1 (correlation-clustering)**

Given a set of objects $V$ and a pairwise similarity function $\text{sim} : V \times V \rightarrow [0,1]$, find a clustering $C : V \rightarrow \mathbb{N}$ that minimizes the cost

$$\text{cost}(C) = \sum_{(x,y) \in V \times V} (1 - \text{sim}(x,y)) + \sum_{(x,y) \in V \times V} \text{sim}(x,y). \quad (1)$$

The intuition underlying the above problem is that the cost of assigning two objects $x$ and $y$ to the same cluster should be equal to the dissimilarity $1 - \text{sim}(x,y)$, while the cost of assigning the objects in different clusters should correspond to their similarity $\text{sim}(x,y)$. A common case is when the similarity is binary, that is, $\text{sim} : V \times V \rightarrow \{0,1\}$. In this case, Equation (1) reduces to counting the number of pairs of objects that have similarity 0 and are put in the same cluster plus the number of pairs of objects that have similarity 1 and belong to different clusters. Or equivalently, in a graph-based terminology, the objective function counts the number of “positive” edges that are cut plus the number of “negative” (i.e., non-existing) edges that are not cut.

In chromatic-correlation-clustering, which we formally define below, we still have negative edges (i.e., $\ell$-edges), but the positive edges may have different colors, representing different kinds of relations among the objects.

**Problem 2 (chromatic-correlation-clustering)**

Given a set $V$ of objects, a set $L$ of labels, a special label $l_0$, and a pairwise labeling function $\ell : V \times V \rightarrow L \cup \{l_0\}$, find a clustering $C : V \rightarrow \mathbb{N}$ and a cluster labeling function $\ell_f : C[V] \rightarrow L$ so to minimize the cost

$$\text{cost}(C, \ell_f) = \sum_{(x,y) \in V \times V} (1 - \text{I}[\ell(x,y) = \ell_f(C(x))] + \sum_{(x,y) \in V \times V} \text{I}[\ell(x,y) \neq l_0]. \quad (2)$$

Equation (2) is composed by two terms, representing intra- and inter-cluster costs, respectively. In particular, according to the intra-cluster cost term, any pair of objects $(x,y)$ assigned to the same cluster should pay a cost if and only if their relation type $\ell(x,y)$ is other than the predominant relation type of the cluster indicated by the function $\ell_f$. For the inter-cluster cost, the objective function does not penalize a pair of objects $(x,y)$ only if they do not have any relation, i.e., $\ell(x,y) = l_0$. If $\ell(x,y) \neq l_0$, the objective function incurs a cost, regardless of the label $\ell(x,y)$.

**Example 1** For the problem instance in Figure 1(a), the solution in Figure 1(b) has a cost of 5: there is no intra-cluster cost, because the two clusters are cliques and their edges are monochromatic, while we have an inter-cluster cost of 5 as equal to the number of edges that are cut.

It is trivial to observe that, when $|L| = 1$, the chromatic-correlation-clustering problem corresponds to the binary version of correlation-clustering. Thus, our problem is a generalization of the standard problem. Since correlation-clustering is NP-hard, we can easily conclude that chromatic-correlation-clustering is NP-hard too.
3. THE Chromatic Balls ALGORITHM

We present next a randomized approximation algorithm for the CHROMATIC-CORRELATION-CLUSTERING problem. This algorithm, called Chromatic Balls, is motivated by the Balls algorithm [1], which is an approximation algorithm for standard CORRELATION-CLUSTERING.

For completeness, we briefly review the Balls algorithm. The algorithm works in iterations. Initially all objects are considered uncovered. In each iteration the algorithm produces a cluster, and the objects participating in the cluster are considered covered. In particular, the algorithm picks as pivot a random object currently uncovered, and forms a cluster consisting of the pivot itself along with all currently uncovered objects that are connected to the pivot.

The outline of our Chromatic Balls is summarized in Algorithm 1. The main difference with the Balls algorithm is that the edge labels are taken into account in order to build clusters around the pivots. To this end, the pivot chosen at each iteration of Chromatic Balls is an edge, thus a pair of objects, rather than a single object. The Chromatic Balls algorithm employs a set \( V' \) to keep all the objects that have not been assigned to any cluster yet; hence, initially, \( V' = V \). At each iteration, a random edge \((u,v)\) such that both objects \(u\) and \(v\) are currently in the set \(V'\) is selected as pivot (line 3). Given the pivot \((u,v)\), a cluster \(C\) is formed around it. Beyond the objects \(u\) and \(v\), the cluster \(C\) additionally contains all other objects \(x \in V'\) for which the triangle \((u,v,x)\) is monochromatic, that is, \(\ell(u,x) = \ell(v,x) = \ell(u,v)\) (lines 4 and 5). Since the label \(\ell(u,v)\) forms the basis for creating the cluster \(C\), the cluster is labeled with this label (line 6). All objects added in \(C\) are removed from \(V'\) (line 7), and the algorithm terminates when \(V'\) does not contain any pair of objects that share an edge, i.e., that is labeled with a label other than \(l_0\) (line 2). All objects remaining in the set \(V'\), if any, are eventually made singleton clusters (lines 8-11).

Computational complexity. The complexity of the Chromatic Balls algorithm is determined by two steps: (i) picking the pivots (line 3), and (ii) building the clusters (line 4). Choosing the pivots requires \(O(m \log n)\) time, where \(n = |V|\) and \(m = |E|\), as selecting random edges can be implemented by building a priority queue of edges with random priorities, and subsequently removing edges; each edge is removed once from the priority queue, whether it is selected as pivot or not. Building a single cluster \(C\), instead, requires to access all neighbors of the pivot edge \((u,v)\). As the current cluster is removed from the set of uncovered objects at the end of each iteration, the neighbors of any pivot are not considered again in the remainder of the algorithm. Thus, the step of selecting the objects to be included into the current clusters requires visiting each edge at most once; therefore, the process takes \(O(m)\) time. In conclusion, we can state that the computational complexity of the Chromatic Balls algorithm is \(O(m \log n)\).

3.1 Theoretical analysis

We analyze next the quality of the solutions obtained by Chromatic Balls. Our main result, given in Theorem 1, shows that the approximation guarantee of the algorithm depends on the number of bad triplets incident to a pair of objects in the input dataset. The notion of bad triplet is defined below; however, here we note that this result gives a constant-factor guarantee for bounded-degree graphs.

Even though the Chromatic Balls algorithm is similar to the Balls algorithm, which can be shown to provide a constant-factor approximation guarantee for general graphs too, the theoretical analysis of Chromatic Balls is much more complicated and requires several additional and nontrivial arguments. Due to the limited space of this paper, we report next only an outline of our analysis. Further details, including complete proofs, can be found in an extended technical report.\(^1\)

We begin our analysis by defining special types of triplets and quadruples among the vertices of the graph.

Definition 1 (SC-triplet) We say that \(\{x,y,z\}\) is a same-color triplet (SC-triplet) if the induced triangle is monochromatic, i.e., \(\ell(x,y) = \ell(x,z) = \ell(y,z) \neq l_0\).

Definition 2 (B-triplet) We say that \(\{x,y,z\}\) is a bad triplet (B-triplet) if the induced triangle is nonmonochromatic and it has at most one pair labeled with \(l_0\).

Definition 3 (B-quadruple) A Bad-quadruple is a set \(\{x,y,z,w\} \subseteq V\) that contains at least one SC-triplet and at least one B-triplet.

Note that, according to the cost function of our problem as defined in Equation (2), there is no way to partition a B-triplet without paying any cost. Next we define the notions of hitting and \(d\)-hitting.

Definition 4 (hitting) Consider a pair of objects \((x,y)\) and a triplet \(t\), which can be either SC-triplet or B-triplet. We say that \(t\) hits \((x,y)\) if \(x \in t\) and \(y \in t\). Additionally, if

\(^1\)http://francescobonchi.com/CCC.pdf
q is a B-quadruple, we say that q hits \((x, y)\) if \(x \in q, y \in q\), and there exists \(z \in q\) such that \(\{x, y, z\}\) is a B-triplet.

**Definition 5 (d-hitting)** Given any pair of objects \((x, y)\) and any B-quadruple \(q = \{x, y, z, w\}\), we say that q deeply hits \((d\text{-hits})\) \((x, y)\) if q hits \((x, y)\) and either \(\{x, z, w\}\) or \(\{y, z, w\}\) is an SC-triplet.

In reference to the above notions, we hereinafter denote by \(\mathcal{S}\), \(\mathcal{T}\), and \(\mathcal{Q}\) the sets of all SC-triplets, B-triplets, and B-quadruples for an instance of our problem. Moreover, given a pair \((x, y)\) \(\in V \times V\) we define the following sets:

\[ \mathcal{T}_{xy} \subseteq \mathcal{T} \text{ denotes the set of all B-triplets in } \mathcal{T} \text{ that hit } (x, y); \]

\[ \mathcal{Q}_{xy} = \mathcal{Q} \text{ denotes the set of all B-quadruples in } \mathcal{Q} \text{ that hit } (x, y); \]

\[ \mathcal{Q}_{xy}^d \subseteq \mathcal{Q}_{xy} \subseteq \mathcal{Q} \text{ denotes the set of all B-quadruples in } \mathcal{Q} \text{ that } \text{d-hit } (x, y). \]

Let us now consider some events that may arise during the execution of the Chromatic Balls algorithm. Given an object \(x \in V\), \(P_i^{(i)}\) denotes the event “\(x\) is chosen as pivot in the \(i\)-th iteration.” Given a set \(\{x_1, \ldots, x_n\} \subseteq V\), \(A^{(i)}_{x_1 \cdots x_n}\) denotes the event “all objects \(x_1, \ldots, x_n\) enter the \(i\)-th iteration of the algorithm, while two of them are chosen as pivots in the same iteration.”

Additionally, the events \(T_{\{x,y\}}^{(i)}\) and \(Q_{\{x,y\}}^{(i)}\) are defined in reference to a pair \((x, y)\). Given a B-triplet \(\{x, y, z\} \in \mathcal{T}_{xy}\), \(T_{\{x,y\}}^{(i)}\) denotes the event “\(A^{(i)}_{x,y}\) occurs while \(x\) and \(y\) are not chosen both as pivots in the \(i\)-th iteration.” Given a B-quadruple \(\{x, y, z, w\} \in \mathcal{Q}_{xy}^d\), \(Q_{\{x,y\}}^{(i)}\) denotes the event “\(A^{(i)}_{x,y,w}\) occurs while neither \(x\) nor \(y\) are chosen as pivots in \(i\)-th iteration.”

For the events \(A_{x_1 \cdots x_n}^{(i)}\), \(T_{\{x,y\}}^{(i)}\), and \(Q_{\{x,y\}}^{(i)}\), defined above, we also consider their counterparts that assert that the events occur at some iteration \(i\). For instance, \(A_{x_1 \cdots x_n}^{(i)}\) denotes the event “\(A^{(i)}_{x_1 \cdots x_n}\) happens at some iteration \(i\),” while \(T_{\{x,y\}}^{(i)}\) and \(Q_{\{x,y\}}^{(i)}\) are defined analogously. Formally:

\[ A_{x_1 \cdots x_n}^{(i)} \Leftrightarrow \bigvee_i A_{x_1 \cdots x_n}^{(i)}, \]

\[ T_{\{x,y\}}^{(i)} \Leftrightarrow \bigvee_i T_{\{x,y\}}^{(i)} \bigwedge A_{x,y}_{xy}^{(i)} \land \neg (P_x^{(i)} \land P_y^{(i)}), \]

\[ Q_{\{x,y\}}^{(i)} \Leftrightarrow \bigvee_i Q_{\{x,y\}}^{(i)} \bigwedge A_{x,y}_{xy}^{(i)} \land \neg P_x^{(i)} \land \neg P_y^{(i)}. \]

As reported in the next two lemmas, the probabilities of the events \(T_{\{x,y\}}^{(i)}\) and \(Q_{\{x,y\}}^{(i)}\) can be expressed in terms of the probabilities of the events \(A_{x,y}^{(i)}\) and \(A_{x,y,w}^{(i)}\).

**Lemma 1** Given a pair \((x, y)\) \(\in V \times V\) and a B-triplet \(\{x, y, z\} \in \mathcal{T}_{xy}\), it holds that \(\frac{5}{8} \Pr[A_{x,y}] \leq \Pr[T_{\{x,y\}}] \leq \Pr[A_{x,y}].\)

**Lemma 2** Given a pair \((x, y)\) \(\in V \times V\) and a B-quadruple \(\{x, y, z, w\} \in \mathcal{Q}_{xy}^d\), it holds that \(\frac{3}{8} \Pr[A_{x,y,z,w}] \leq \Pr[Q_{\{x,y\}}] \leq \frac{3}{4} \Pr[A_{x,y,z,w}].\)

Analyzing carefully the probabilities of events \(T_{\{x,y\}}^{(i)}\) and \(Q_{\{x,y\}}^{(i)}\) is crucial for deriving the desired approximation factor, as shown next.

We consider an instance \(G = (V, E, L, \ell)\) of our problem and rewrite the cost function in Equation (2) as sum of the costs paid by any single pair \((x, y)\). To this end, in order to simplify the notation, we hereinafter write the cost by omitting \(C\) and \(c\) while keeping \(G\) only:

\[ c(G) = \sum_{(x, y) \in V \times V} c_{xy}(G), \]

where \(c_{xy}(G)\) denotes the aforementioned contribution of the pair \((x, y)\) to the total cost. Moreover, let \(E[c(G)]\) denote the expected cost of Chromatic Balls over the random choices made by the algorithm. By the linearity of expectation, the expected cost \(E[c(G)]\) can be expressed as

\[ E[c(G)] = \sum_{(x, y) \in V \times V} E[c_{xy}(G)]. \tag{7} \]

Finally, let \(c^*(G)\) be the cost of the optimal solution on \(G\).

To derive an approximation factor \(r(G)\) on the performance of the Chromatic Balls algorithm, we look for an upper bound \(U_b(G)\) on the expected cost \(E[c(G)]\) of the algorithm, and a lower bound \(L_b(G)\) on the cost \(c^*(G)\) of the optimal solution, so that

\[ \frac{E[c(G)]}{c^*(G)} \leq U_b(G) \leq r(G). \tag{8} \]

We next show how to derive such upper and lower bounds.

**Deriving the upper bound \(U_b(G)\).** For a pair \((x, y)\) we define the collection of events \(\Omega_{xy} = \{I_{xy} \mid (x, y, z) \in \mathcal{T}_{xy}\} \cup \{Q_{xy} \mid (x, y, z, w) \in \mathcal{Q}_{xy}^d\} \). As the following two lemmas show, if pair \((x, y)\) contributes to the cost paid by the algorithm, then exactly one of the events in \(\Omega_{xy}\) occurs.

**Lemma 3** If \(c_{xy}(C, c, G) > 0\) then at least one of the events in \(\Omega_{xy}\) occurs.

**Lemma 4** The events within the collection \(\Omega_{xy}\) are disjoint.

Combining Lemmas 3 and 4 with the expressions of the probabilities of the events \(T_{\{x,y\}}\) (Lemma 1) and \(Q_{\{x,y\}}\) (Lemma 2) we can derive an upper bound on the expected contribution \(E[c_{xy}(G)]\) of a pair \((x, y)\) to the total cost.

**Lemma 5** For a pair \((x, y)\) \(\in V \times V\) the following bound holds.

\[ E[c_{xy}(G)] \leq \sum_{(x, y, z) \in \mathcal{T}_{xy}} \Pr[A_{x,y}] + \sum_{(x, y, z, w) \in \mathcal{Q}_{xy}^d} \frac{1}{4} \Pr[A_{x,y,z,w}]. \]

The bound in Lemma 5 together with Equation (7) can be used to give the desired (upper) bound on the overall expected cost \(E[c(G)]\).

**Lemma 6** The expected cost \(E[c(G)]\) of the Chromatic Balls algorithm can be bounded as follows

\[ E[c(G)] \leq U_b(G) = \sum_{(x, y, z) \in \mathcal{T}_{xy}} \bigg(3 \Pr[A_{x,y}] + \frac{3}{4} X_{xy} + \frac{1}{2} Y_{xy}\bigg), \]

where:

\[ X_{xy} = \sum_{w \in W_{xy}} \Pr[A_{x,y,z,w}], \quad Y_{xy} = Y_{xy}^x + Y_{xy}^y + Y_{xy}^z. \]

\[ Y_{xy}^x = \sum_{w \in W_{xy}^x} \frac{\Pr[A_{x,y,z,w}]}{\tau_{xy}}, \quad Y_{xy}^y = \sum_{w \in W_{xy}^y} \frac{\Pr[A_{x,y,z,w}]}{\tau_{xy}}, \quad Y_{xy}^z = \sum_{w \in W_{xy}^z} \frac{\Pr[A_{x,y,z,w}]}{\tau_{xy}}. \]

Finally, \(\tau_{xy}\) denotes the number of B-triplets contained in any B-quadruple \(\{x, y, z, w\}\).
Deriving the lower bound \( Lb(G) \). Recalling that a B-triplet incurs a non-zero cost in any solution, a lower bound on the cost of the optimal solution \( c^*(G) \) can be obtained by counting the number of disjoint B-triplets in the input. Considering the set \( T \) of B-triplets we can restate the following result of Ailon et al. [1] that provides a lower bound on the optimal by “fractionally assigning” all pairs of objects in \( V \times V \) to the triplets in \( T \).

**Lemma 7 (Ailon et al. [1])** Let \( \alpha_{xyz} \mid \{x, y, z\} \in T \) be any assignment of nonnegative weights to the B-triplets in \( T \) satisfying \( \sum_{(x,y,z) \in T, t'=y} \alpha_{xyz} = 1 \) for all \((x', y') \mid V \times V \). It holds that \( c^*(G) \geq \sum_{(x,y,z) \in T} \alpha_{xyz} \).

We can then obtain a lower bound on the optimal solution by finding a suitable set of weights \( \alpha_{xyz} \) that satisfies the conditions of the previous lemma. We derive such a set of weights in the following further lemma.

**Lemma 8** For any pair \((x,y) \in V \times V\) the following condition holds.

\[
\frac{1}{1 + |T_{xy}|} \left( \frac{1}{2} \Pr[A_{xyz}] + \frac{1}{6} X_{xyz} + \frac{1}{6} Y_{xyz} \right) \leq 1.
\]

Thus, combining Lemmas 7 and 8, we can obtain the desired lower bound \( Lb(G) \) as follows.

**Lemma 9** The cost \( c^*(G) \) of the optimal solution on any input instance \( G \) is lower bounded as follows

\[
c^*(G) \geq \sum_{(x,y,z) \in T} \alpha_{xyz} \leq Lb(G) = \sum_{(x,y,z) \in T} \frac{1}{1 + t_{max}} \left( \frac{1}{2} \Pr[A_{xyz}] + \frac{1}{6} X_{xyz} + \frac{1}{6} Y_{xyz} \right),
\]

where \( t_{max} = \max_{(x,y) \in V \times V} |T_{xy}| \) is the maximum number of B-triplets that hit a pair of objects.

The approximation ratio \( r(G) \). The upper and lower bounds obtained in Lemmas 6 and 9 are at the basis if the final form of the approximation ratio of Chromatic Balls.

**Theorem 1** The approximation ratio of the Chromatic Balls algorithm on any input instance \( G \) is

\[
r(G) = \frac{E[c(G)]}{c^*(G)} \leq 6 (1 + t_{max}),
\]

where \( t_{max} = \max_{(x,y) \in V \times V} |T_{xy}| \) is the maximum number of B-triplets that hit a pair of objects.

Theorem 1 shows that the approximation factor of the Chromatic Balls algorithm is bounded by the maximum number \( t_{max} \) of B-triplets that hit a pair of objects. The result is meaningful as it quantifies the quality of the performance of the algorithm as a property of the input graph. For example, as the following corollary shows, the algorithm provides a constant-factor approximation for bounded-degree graphs.

**Corollary 1** The approximation ratio of the Chromatic Balls algorithm on any input instance \( G \) is

\[
r(G) \leq 6 (2D_{max} - 1),
\]

where \( D_{max} = \max_{v \in V} \left| \{ y \mid y \in V \land \ell(x,y) \neq l_0 \} \right| \) is the maximum degree in the problem instance.

### 4. OTHER ALGORITHMS

In this section we present two additional algorithms for the CHROMATIC-CORRELATION-CLUSTERING problem. The first one is a variant of the Chromatic Balls algorithm that attempts to overcome some weaknesses of Chromatic Balls by employing two heuristics, one for pivot selection and one for cluster selection. The second one is an alternating minimization method that is designed to optimize directly the objective function.

#### 4.1 Lazy Chromatic Balls

The algorithm we present next is motivated by the following example, in which we discuss what may go wrong during the execution of the Chromatic Balls algorithm.

**Example 3** Consider the graph in Figure 2: it has a fairly evident green cluster formed by vertices \( \{U, V, R, Y, W, Z\} \).

![Figure 2: An example of an edge-labeled graph.](image)

However, as all the edges have the same probability of being selected as pivots, Chromatic Balls might miss this green cluster, depending on which edge is selected first. For instance, suppose that the first pivot chosen is \( (Y, S) \). Chromatic Balls forms the red cluster \( \{Y, S, T\} \) and removes it from the graph. Removing vertex \( Y \) makes the edge \( (X, Y) \) missing, which would have been a good pivot to build a green cluster. At this point, even if the second selected pivot edge is a green one, say \( (X, Z) \), Chromatic Balls would form only a small green cluster \( \{X, W, Z\} \).

Motivated by the previous example we introduce the Lazy Chromatic Balls heuristic, which tries to minimize the risk of bad choices. Given a vertex \( x \in V \), and a label \( l \in L \), let \( d(x, l) \) be the number of edges incident to \( x \) having label \( l \). Also, we denote by \( \Delta(x) = \max_{l \in L} d(x, l) \) and \( \lambda(x) = \max_{l \in L} d(x, l) \). Lazy Chromatic Balls differs from Chromatic Balls in two ways:

**Pivot random selection.** At each iteration Lazy Chromatic Balls selects a pivot edge in two steps. First, a vertex \( u \) is picked up with probability directly proportional to \( \Delta(u) \). Then, a second vertex \( v \) is selected among the neighbors of \( u \) with probability proportional to \( d(v, \lambda(u)) \).

**Ball formation.** Given the pivot \( (u, v) \), Chromatic Balls forms a cluster by adding all vertices \( x \) such that \( (u, v, x) \) is a monochromatic triangle. Lazy Chromatic Balls instead, iteratively adds vertices \( x \) in the cluster as long as they form a triangle \( (X, Z, w) \) of color \( \ell(u, w) \), where \( X \) is either \( u \) or \( v \), and \( Z \) can be any other vertex already belonging to the current cluster.

**Example 4** Consider again the example in Figure 2. Vertices \( X \) and \( Y \) have the maximum number of edges of one color: they both have 5 green edges. Hence, one of them is chosen as first pivot vertex \( u \) by Lazy Chromatic Balls with higher probability than the remaining vertices. Suppose that
Algorithm 2 Alternating Minimization (AM)

Input: Edge-labeled graph $G = (V, E, L, l)$; number $K$ of output clusters.

Output: Clustering $C : V \rightarrow \mathbb{N}$; cluster labeling function $c^f : C[V] \rightarrow L$.

1: initialize $A = [a_1, \ldots, a_N]$ and $C = [c_1, \ldots, c_K]$ at random.
2: repeat
3: for all $x \in V$ compute optimal $a_x$ according to Proposition 1
4: for all $k \in [1..K]$ compute optimal $c_k$ according to Proposition 2
5: until neither $A$ nor $C$ changed.

4.2 An alternating-minimization approach

A nice feature of the previous algorithms is that they are parameter-free: they produce clusterings by using information that is local to the pivot edges, without forcing the number of output clusters in any way. However, in some cases, it could be desired having an output clustering composed by a pre-specified number $K$ of clusters. To this purpose, we present here an algorithm based on the alternating minimization paradigm [7], that receives in input the number $K$ of output clusters and attempts to minimize Equation (2) directly. The pseudocode of the proposed algorithm, called Alternating Minimization, is given in Algorithm 2.

In a nutshell, AM tries to produce a solution by alternating between two optimization steps. In the first step the algorithm finds the best cluster assignment for every $x \in V$ given the assignments of every other $y \in V$ and the current cluster labels. In the second step, it finds the best label for every cluster given the current assignment of objects to clusters. Below we show that both steps can be solved optimally. As a consequence the value of Equation (2) is guaranteed to decrease in every step, until convergence. Finding the global minimum is obviously hard, but the algorithm is guaranteed to converge to a local optimum.

Definitions. For presentation sake, we adopt matrix notation. We denote matrices by uppercase boldface romans and vectors by lowercase boldface romans. We write $X_{ij}$ for the $(i, j)$ coordinate of matrix $X$, and $x(i)$ for the $i$-th coordinate of vector $x$.

The parameter space of Problem 2 consists of a cluster assignment for every object $x \in V$, given by the binary matrix $A$, and a label assignment for every cluster $k \in \{1, \ldots, K\}$, given by the binary matrix $C$. We have $A_{ix} = 1$ when object $x$ is assigned to cluster $k$, and $A_{ix} = 0$ otherwise. Similarly, we set $C_{ik} = 1$ when label $l$ is assigned to cluster $k$, and $C_{ik} = 0$ otherwise. Since every object must belong to one and only one cluster, and every cluster must have one and only one label assigned, both $A$ and $C$ are constrained to consist of all zeros with a single 1 on every column. Denote by $a_x$ the column of $A$ that corresponds to object $x$.

The input is represented by a set of binary matrices, with a matrix $Z_x$ for every $x \in V$. These matrices encode the labeling function $\ell$ as follows. Let $z_{xy}$ denote the column of $Z_x$ that corresponds to the object $y \in V$. We have $z_{xy}(l) = 1$ if and only if $\ell(x, y) = l$, otherwise $z_{xy}(l) = 0$. Every $Z_x$ consists thus of zeros, with exactly one 1 on every column. Finally, denote by $b$ a special binary vector where $b(l) = 1$ when $l = l_0$ and $b(l) = 0$ otherwise. We have then $z_x^T b = 1$ if and only if $\ell(x, y) = l_0$.

The above formulation of the problem assumes that the input is represented by many large matrices. Note however that this representation is only conceptual. In the actual implementation we do not have to materialize these matrices and we can represent the input with the minimal amount of space required, as shown next. The benefit of our formulation is that it allows to write our objective function and our optimization process using linear-algebra operations, and argue about the optimality of the local optimization steps.

Optimal cluster assignment. Denote by $N_{ik}$ the number of objects $y \in V$ in cluster $k$ that have $\ell(x, y) = l_0$. Since $\ell(x, y) = l_0 \Leftrightarrow z_{xy} b = 1$, we have $N_{ik} = (A Z_x b)(k)$. Similarly, let $N_{ik}$ denote the number of objects $y \in V$ in cluster $k$ that have $\ell(x, y) = c(l)$. Since $y \in k$, we have $\ell(x, y) = c(l) \Leftrightarrow z_{xy} C_{a_x} = 1$ and can write $N_{ik} = (A w_x)(k)$, where $w_x = \{z_{i1} C_{a_1} \ldots z_{in} C_{a_n}\}$.

Proposition 1 The optimal cluster assignment for $x \in V$ given $A$ and $C$ is $k^* = \arg \min_k N_{ik}^+ - N_{ik}$.

Proof. We can rewrite Equation (2) as follows:

$$\sum_{x,y} a_x^T a_y (1 - z_{xy} C_{a_y}) + (1 - a_x^T a_y) (z_{xy} b) = 0,$$

where $w_x$ is defined as above, and $1$ denotes the $|V|$-dimensional vector of all 1s. Terms that correspond to a fixed $x \in V$ further simplify to

$$a_x^T A^T Z_x b - a_x^T A w_x + d_x,$$

where the constant $d_x = 1^T 1 - 1^T Z_x b$ is the “degree” of object $x$, the number of objects $y \in V$ where $\ell(x, y) \neq l_0$. 1326
Since we must assign exactly one cluster for \( x \), the above expression is minimized simply by assigning \( x \) to the cluster \( k \) that minimizes \( (A\mathbf{Z}^T\mathbf{b})(k) - (A\mathbf{w}_x)(k) = N_{x}^- - N_{x}^+ \).

The result is quite intuitive. The best cluster for \( x \) is the one having the least “push” in terms of \( l_0 \) connections, and the most “pull” given by connections having the appropriate label. However, evaluating \( N_{x}^\pm \) in practice is very slow, as it involves checking all \( l_0 \) connections of \( x \). Ideally the update rule should only require access to edges having some label other than \( l_0 \). This is easy to achieve, however.

Let \( N_{x}^0 \) denote the remaining objects in cluster \( k \), that is, those with \( \ell(x,y) \neq \ell(k) \neq l_0 \). Also, let \( S_k \) denote the size of cluster \( k \). Clearly we have \( S_k = N_{x}^+ + N_{x}^0 + N_{x}^- \) for every \( x \in V \). Using this we obtain \( N_{x}^- - N_{x}^+ = S_k - 2N_{x}^- - N_{x}^0 \), which is much faster to evaluate.

Optimal label assignment. The update rule for the cluster label is intuitive as well. Denote by \( E_k \) the number of ordered \((x,y)\) pairs so that both \( x \) and \( y \) belong to cluster \( k \), and \( \ell(x,y) = \ell(k) \).

Proposition 2 The optimal label assignment for cluster \( k \) given \( A \) is \( l^* = \arg \min_l S_k^l - E_k \).

Proof. We can partition the cost in Equation (9) as a sum over clusters. That is, for a fixed cluster \( k \) we sum only over those \( x \) and \( y \) that belong to both \( k \). Also, the second term in Equation (9) does not depend on \( C \) and can therefore be omitted. This leaves us with the sum

\[
\sum_{x \in k, y \in k} \left( 1 - Z_{xy} \mathbf{c}_k \right),
\]

where we can replace \( \mathbf{c}_k \) with the binary vector \( \mathbf{e}_k \) that indicates the label assigned to cluster \( k \). Clearly we have \( \sum_{x \in k, y \in k} = S_k^l \), and it is easy to see that \( \sum_{x \in k, y \notin k} Z_{xy} \mathbf{e}_k \) counts all \((x,y)\) pairs having the same label that is currently assigned to \( k \), which is by definition equal to \( E_k \).

This means that the optimal label for cluster \( k \) is simply the label shared by the majority of the pairs in \( k \).

Computational complexity. The running time of Alternating Minimization depends on the (optimal) cluster and label assignment steps. Cluster assignment requires two sub-steps: evaluating \( S_k = 2N_{x}^+ - N_{x}^0 \) for every vertex and cluster, which can be performed in \( O(m) \) by a simple visit of the input graph, and looking at all clusters to choose the best one for each vertex, which clearly takes \( O(Kn) \). Label assignment requires to compute the number of intra-cluster edge labels for each cluster \( k \) and label \( l \). This takes \( O(m) \), as it can be performed, again, by visiting the input graph. Then, the assignment of labels to clusters by evaluating \( S_k^l - E_k \) can be performed in \( O(Kh) \). In conclusion, as usually \( h = |L| \ll n \), the computational complexity of Alternating Minimization is \( O(s(Kn+m)) \), where \( s \) is the number of iterations to convergence.

5. EXPERIMENTAL EVALUATION

In this section, we report our empirical assessments. We experiment with all three proposed algorithms, Chromatic Balls, Lazy Chromatic Balls, and Alternating Minimization, to which we refer by CB, LCB, and AM, respectively. We also evaluate the performance of the baseline described in the Introduction, namely the “standard” Balls algorithm [1] that ignores colors. We refer to this baseline as B. All measurements are averaged over 50 runs.

![Algorithm 3 Synthetic data generator](image)

**Algorithm 3** Synthetic data generator

**Input:** number of vertices \( n \), number of clusters \( K \), number of labels \( h \), probability \( p \) of intra-cluster edges, probability \( q \) of inter-cluster edges, probability \( w \) that an edge inside a cluster has a color different from the cluster

**Output:** edge labeled graph \( G = (V, E, L, \ell) \)

1: \( V \leftarrow \{1, n\}, \ E \leftarrow \{1, \ldots, k\} \)
2: assign each vertex \( x \in V \) to a randomly selected cluster
3: assign to each cluster a randomly selected label from \( L \)
4: for all pairs \((x, y) \in V \times V \) do
5: pick 3 random numbers \( r_1, r_2, r_3 \) ranging within \([0, 1]\)
6: if \( C(x) = C(y) \) then
7: if \( r_1 < p \) then
8: \( E \leftarrow \mathcal{U} \ (x, y) \)
9: \( \ell(x, y) \leftarrow \) a random label from \( L \setminus \{c\ell(C(x))\} \)
10: else
11: \( E \leftarrow \mathcal{U} \ (x, y) \)
12: \( \ell(x, y) \leftarrow c\ell(C(x)) \)
13: else if \( r_2 < q \) then
14: \( E \leftarrow \mathcal{U} \ (x, y) \)
15: \( \ell(x, y) \leftarrow \) a random label from \( L \)
16: \( \ell(x, y) \leftarrow \) a random label from \( L \)

5.1 Experiments on synthetic data

We evaluate our algorithms on synthetic datasets generated by the process outlined in Algorithm 3. In a nutshell, the generator initially assigns vertices and labels to clusters uniformly at random, and then adds noise according to the probability parameters \( p, q \), and \( w \). Given the assignment of vertices to clusters, intra-cluster edges are sampled with probability \( p \), and they are given the correct label (the label of the cluster they are assigned to) with probability \( 1 - w \), while, inter-cluster edges are sampled with probability \( q \).

The initial assignment of objects and labels to clusters can be interpreted as a ground truth underlying the corresponding synthetic dataset. We compare the resulting clusterings with the ground-truth clustering using the well-known F-measure external cluster-validity criterion. Given a ground-truth clustering \( \tilde{C} \) and a clustering solution \( C \) having \( K \) clusters, respectively, \( F \)-measure is defined in terms of precision and recall as follows:

\[
F(C, \tilde{C}) = \frac{1}{K} \sum_{k=1}^{K} \frac{\max_{k \in [1,K]} F_{kk}}{n - \sum_{k=1}^{K} \max_{k \in [1,K]} F_{kk}},
\]

where \( F_{kk} = (2P_{kk} + R_{kk})/(P_{kk} + R_{kk}) \) such that \( P_{kk} = S_{kk}/S_k \) and \( R_{kk} = S_{kk}/S_k \), while \( S_{kk} \) denotes the number of common objects between the \( k \)-th cluster of \( \tilde{C} \) and the \( k \)-th cluster of \( C \), and \( S_k \) and \( S_{kk} \) are the sizes of clusters \( k \) and \( k \), respectively. It easy to see that \( F \in [0, 1] \).

We generate datasets with a fixed number of objects (\( n = 1000 \)), and we vary \( (i) \) the noise level (controlled by playing with \( p, q \), and \( w \)); \( (ii) \) the number of labels \( h \); and \( (iii) \) the number of clusters \( K \) in the ground truth. Even though we perform tests by varying all parameters \( p, q \), and \( w \), due to space limitations we only report results obtained for varying \( q \) and keeping \( p \) and \( w \) equal to 0.5.

For the number of clusters required as input for the AM algorithm, we consider two options: the average number of clusters produced by the CB algorithm, and the number of clusters in the ground truth. We refer to these two settings by AM and AM* , respectively. In Figure 3 we report the performance of our algorithms in terms of F-measure, as well as solution cost (Equation (2)).
perform very close to each other and generally better than K. decreases as the noise level \( q \) are intuitive. Indeed, for all methods, the performance (2nd row), and number of ground-truth clusters (3rd row) varying level of noise (1st row), number of labels \( F \) of \( F \) tend to produce a large number of clusters, by the two authors. Words are stemmed and stop-words are removed. We then apply Latent Dirichlet Allocation (LDA) [5] to automatically identify 100 topics on each edge. After LDA topic-modeling, for each edge, we assign its most prominent topic discovered as edge label.

**Results.** Table 2 summarizes the results obtained on real data. Like in synthetic data, all proposed algorithms clearly outperform the baseline B. CB is the best method on Youtube and DBLP, achieving up to 27.74\% of improvement with respect to the baseline in terms of solution cost. Instead, CB is slightly outperformed by LCB and AM on String, while LCB outperforms AM on String and DBLP.

As far as the runtime, we observe that the baseline is faster than the proposed methods, as expected. This is mainly due to a smaller complexity in choosing vertex pivots compared to choosing edge pivots. However, all proposed methods remain very efficient, as they take a few seconds (CB and LCB) or minutes (AM) on large and dense graphs like Youtube and DBLP. All runtimes comply with the computational complexity analysis reported previously. Indeed, AM is the slowest method, mostly due to the typically high number of iterations needed to convergence, while LCB is faster than CB, especially on dense datasets like Youtube.

Finally, Figure 4 shows an example cluster from the DBLP co-authorship network recognized by the LCB algorithm, containing 23 authors (vertices). Among the 71 intra-cluster edges, 58 have the same label, i.e., Topic 18, whose most representative (stemmed) keywords are: queri, effici, spatial, tempor, search, index, similar, data, dimension, agreg. Other topics (edge colors) that appears are "sensor networks", "frequent pattern mining", "algorithms on graphs and trees", "support vector machines", "classifiers and Bayesian learning".

### 6. RELATED WORK

Edge-labeled graphs and multidimensional networks. Graphs in which edges are labeled with a type of relation occurring among the connected vertices are receiving increasingly attention. To the best of our knowledge no previous work has investigated the problem of clustering in such graphs. The problems studied so far on this kind of graphs are mainly on label-constrained reachability queries [8, 10, 12, 16], whose main goal is to answer whether a vertex \( v \) can reach vertex \( v \) trough a path whose edge labels belong to a given set. Clustering has been studied, instead, in so called multidimensional networks, i.e., networks defined as a col-
Table 2: Results on real datasets: average cost, runtime (s), and average number of output clusters

<table>
<thead>
<tr>
<th>dataset</th>
<th>B</th>
<th>CB</th>
<th>LCB</th>
<th>AM</th>
<th>B</th>
<th>CB</th>
<th>LCB</th>
<th>AM</th>
<th>#clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>String</td>
<td>163.305</td>
<td>160.800</td>
<td>155.881</td>
<td>156.976</td>
<td>0.5</td>
<td>1.4</td>
<td>1.3</td>
<td>21.0</td>
<td>1086</td>
</tr>
<tr>
<td>Youtube</td>
<td>23550.213</td>
<td>18956.000</td>
<td>22644.588</td>
<td>19670.899</td>
<td>22.4</td>
<td>117.8</td>
<td>40.5</td>
<td>1038.9</td>
<td>568</td>
</tr>
<tr>
<td>DBLP</td>
<td>2260.065</td>
<td>1633.149</td>
<td>1678.714</td>
<td>2018.952</td>
<td>4.3</td>
<td>10.2</td>
<td>5.5</td>
<td>2116.1</td>
<td>66276</td>
</tr>
</tbody>
</table>

Figure 4: An example cluster from DBLP.

lection of multiple networks over the same set of actors. In our jargon these are simply graphs where each edge can have more than one color [4, 13, 15]. Although the input of that problem might seem close to ours, the objective is semantically far away. In clustering multidimensional networks, the objective is to find a partitioning of vertices which is meaningful and relevant in all dimensions at the same time. Taking again the colors metaphor, in that setting a clustering is considered as good if it makes sense in the green network and as well as the red network, and so on. In our work, we are rather interested in finding groups of objects that induce color-coherent clusters while looking at all the colors together.

Correlation Clustering. The problem of correlation-clustering was first defined by Bansal et al. [3] in its binary version. Ailon et al. [1] proposed the Balls algorithm that achieves expected approximation factor 5 if the weights obey the probability condition. If the weights $X_{ij}$ obey also the triangle inequality, then the algorithm achieves expected approximation factor 2. Giotis and Guruswami [9] consider correlation clustering when the number of clusters is given, while Ailon and Liberty [2] study a variant of correlation clustering where the goal is to minimize the number of disagreements between the produced clustering and a given ground truth clustering. We recently extended correlation clustering to allow overlaps, i.e., objects belonging to more than one cluster [6].

7. CONCLUSIONS

In this paper, we introduce a variant of the correlation-clustering problem, in which the pairwise relations between objects are categorical. The problem has interesting applications, such as clustering social networks where individuals are connected with different types of relations, or clustering protein networks, where proteins are associated with different types of interactions. We propose three algorithms that we evaluate on synthetic and real datasets.

Our problem is a novel clustering formulation well-suited for mining multi-labeled and heterogeneous datasets that are becoming increasingly common. We believe that there are many interesting extensions and fruitful future research directions. For example, we would like to extend the problem formulation in order to capture overlapping clusters as well as multiple-labeled edges.
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